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Abstract

Forecasting agricultural markets remains challenging due to nonlinear dynamics, structural
breaks, and sparse data. A long-standing belief holds that simple time-series methods outper-
form more advanced alternatives. This paper provides the first systematic evidence that this
belief no longer holds with modern time-series foundation models (TSEMs). Using USDA ERS
monthly commodity price data from 1997-2025, we evaluate 17 forecasting approaches across
four model classes and construct annual marketing year price predictions to compare with
USDA’s futures-based season-average price (SAP) forecasts. Focusing on five state-of-the-art
TSFMs, we show that zero-shot foundation models consistently outperform traditional time-
series methods, machine learning, and deep learning architectures trained from scratch. Fur-
thermore, foundation models remarkably outperform USDA’s futures-based forecasts on three
of four major commodities despite USDA’s information advantage from forward-looking fu-
tures markets. Time-MoE delivers the largest accuracy gains, achieving 54.9% improvement
on wheat and 18.5% improvement on corn relative to USDA ERS benchmarks on recent data
(2017-2024 excluding COVID). These results point to a paradigm shift in agricultural forecast-
ing: modern pre-trained foundation models achieve substantial and robust improvements, of-

fering a scalable framework for high-stakes predictive analytics.
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1 Introduction

Forecasting agricultural commodity prices presents an enduring and complex challenge. Prices
are shaped by a confluence of volatile and often unpredictable factors — abrupt weather shocks,
evolving political environments, shifting trade policies, and structural changes in global supply
chains. These sources of uncertainty generate nonlinear dynamics, regime shifts, and structural
breaks that undermine the stability of traditional time series relationships. Prices respond not
only to short-term supply and demand fluctuations, but also to long-run structural factors such
as technological change and market sentiment, each operating at different temporal scales. Even
minor shifts in underlying conditions can generate large and persistent deviations from historical
trends. The challenge is compounded by data scarcity. Specialized agricultural markets often lack
the high-frequency or long-span datasets needed to train and validate sophisticated forecasting
models. Yet accurate price forecasts are crucial for decision-making by farmers, agribusinesses,

and policymakers.

Traditional forecasting methods for agricultural prices have employed two main approaches.
USDA Economic Research Service (ERS) uses a futures-plus-basis methodology (Hoffman, 2005;
Hoffman et al., 2007, 2015; Hoffman and Meyer, 2018), combining forward-looking market expec-
tations with historical price differentials. Academic and industry forecasters have employed time
series models such as ARIMA and VAR (Box and Jenkins, 1970; Sims, 1980), which leverage sta-
tistical patterns in historical prices. These approaches, while effective in many contexts, cannot
capture complex nonlinear patterns and long-range dependencies in price dynamics due to their
linear structure. Recent years have witnessed rapid advances in time series forecasting techniques,
moving beyond traditional statistical models toward a new generation of machine learning, deep
learning, and more recently, time-series foundational models (TSFM). These approaches promise
to capture nonlinear dependencies, high-dimensional feature interactions, and cross-series rela-
tionships that conventional econometric models often miss. In particular, time-series foundation
models, trained on vast and diverse datasets across domains, claim to offer unprecedented gen-
eralization capabilities — adapting to new contexts with minimal or even without any retraining.
However, whether these promises translate effectively to the agricultural sector remains largely
unexplored. Agricultural data pose distinctive challenges as discussed above. Consequently, it is
not yet clear whether these advanced models can deliver meaningful gains in predictive perfor-

mance over simpler, well-calibrated econometric models in such specialized settings.

Our paper directly addresses this knowledge gap by providing the first comprehensive evalu-
ation of time-series foundation models for agricultural price forecasting. Prior evaluations of agri-
cultural forecasting methods suffer from heterogeneity in methodologies, commodities, and sam-

ple periods, making systematic comparison difficult (Isengildina-Massa et al., 2024). We address
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this limitation through a unified evaluation framework: 17 models across four commodities using
identical data, forecast horizons, and metrics, enabling direct performance comparisons. From a
methodological perspective, our study contributes to understanding when and why foundation
models succeed in specialized domains. Agricultural prices present an ideal test case: limited
training data (200-400 monthly observations), strong domain-specific patterns (biological produc-
tion cycles, policy-driven structural breaks), and an established operational benchmark (USDA
ERS forecasts). Our findings that zero-shot foundation models outperform domain-specialized

methods have implications for forecasting in other data-scarce economic domains.

Our analysis proceeds in two complementary stages. First, we conduct a comprehensive com-
parison of forecasting performance across a wide spectrum of models, ranging from traditional
econometric approaches (such as ARIMA and exponential smoothing) to machine learning (e.g.,
random forests, gradient boosting), deep learning (e.g., LSTM, DeepAR), and the latest time-series
foundation models. This stage focuses on monthly price forecasting up to 12 months, enabling us
to assess each model’s ability to capture short-term fluctuations, nonlinear dependencies, and

evolving market dynamics.

Second, we benchmark the forecasting performance of these models against a policy-relevant
metric: the Marketing Year Average (MYA) price, calculated as the season-average of monthly
prices weighted by marketing percentages (hence USDA'’s term ”“Season-Average Price” or SAP).
USDA ERS produces SAP forecasts using a transparent, model-based methodology (futures-plus-
basis) that serves as a key input to official WASDE reports. We use ERS SAP forecasts as our
benchmark because they are publicly available and replicable, unlike WASDE SAP forecasts which
incorporate confidential expert judgment and analyst research. Throughout this paper, we use
"MYA” to refer to the price metric itself and our model forecasts of it, while “SAP” refers specif-
ically to USDA ERS forecasts of the same metric. Both terms describe the identical concept: the

marketing-year weighted average of monthly prices.

We focus on MYA prices for two interrelated reasons: substantive policy relevance and method-
ological significance as a challenging forecasting target. From a substantive perspective, MYA
prices are among the most policy-relevant indicators in U.S. agriculture. They represent the
weighted average of prices received by farmers over the marketing year. ERS SAP forecasts serve
as key inputs to official WASDE SAP forecasts, which in turn are used to calculate Price Loss
Coverage (PLC) and Agricultural Risk Coverage (ARC) payment rates for program commodities
(Hoffman and Meyer, 2018). WASDE reports guide production, investment, and trading decisions
by farmers, agribusinesses, policymakers, and other stakeholders. With billions of dollars in farm
program payments depending on these price forecasts, even modest improvements in forecast

accuracy can have substantial economic impacts.
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From a methodological perspective, MYA prices offer a stringent test case for evaluating fore-
casting models. The USDA ERS benchmark incorporates futures prices from actively traded
markets where participants have strong financial incentives to form accurate expectations (Fama,
1970). A substantial body of research demonstrates the superiority of futures-based approaches
over statistical time-series methods across diverse commodities and horizons (Kastens and Schroeder,
1998; Manfredo and Sanders, 2004; Roache and Reichsfeld, 2011; Hoffman et al., 2015; Etienne
et al., 2019; Figuerola-Ferretti et al., 2021). This performance advantage arises because futures
markets aggregate dispersed information about anticipated supply, demand, weather, and policy
conditions (Adjemian et al., 2020), making them difficult to outperform with backward-looking
statistical models. The scope for improvement thus appears limited, setting a high bar for alterna-
tive forecasting methods. This makes MYA prices an ideal setting for examining whether modern
machine learning, deep learning, and time-series foundation models can achieve superior predic-

tive accuracy even when competing against informationally efficient market-based benchmarks.

Our evaluation indeed reveals that the conventional wisdom that “simple models forecast
best” holds for past deep learning methods — but breaks down decisively with modern pre-trained
time-series foundation models, which consistently outperform both traditional and advanced al-
ternatives. Specifically, using data from the USDA ERS on corn, soybeans, wheat, and cotton
prices spanning 1997-2025, we evaluate 17 forecasting methods across four categories: traditional
time series (ARIMA, ETS, STL, Prophet, Naive), machine learning (Random Forest, XGBoost),
deep learning (LSTM, N-BEATS, TFT, DeepAR), and foundation models (Chronos, Chronos-2,
TimesFM 2.5, Time-MoE, Moirai-2). The 28-year sample evaluation period spans multiple agri-
cultural cycles, major policy changes, and pronounced market disruptions — including the 2008
financial crisis, the 2012 drought, and the COVID-19 pandemic — and features substantial cross-
commodity variation in price volatility. Through a unified evaluation framework with 1,088 fore-
casts across 64 train-test splits, we find that foundation models achieve superior performance in
monthly price forecasting, with all five ranking in the top five positions. Time-MoE leads with
the smallest RMSE and MAE, followed by Chronos and Chronos-2. Deep learning models trained
from scratch consistently underperform, ranking 10th—16th despite extensive hyperparameter op-
timization. The Naive model (rank 6) outperforms all deep learning models, demonstrating that

simpler approaches generalize better with limited training data.

For MYA forecasting, foundation models demonstrate strong performance across major com-
modities despite using only historical prices while USDA incorporates forward-looking futures
market information. On wheat, 13 of 17 models outperform USDA’s SAP prediction, led by Time-
MoE with 54.9% improvement in mean absolute error (MAE). On corn and soybeans, foundation
models achieve selective but meaningful advantages, with Time-MoE improving 18.5% on corn

and TimesFM improving 6.9% on soybeans. Cotton remains challenging, with USDA maintain-
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ing superior accuracy. Our analysis reveals that smaller mixture-of-experts architectures outper-
form larger dense transformers, that zero-shot foundation models are competitive with special-
ized baselines without requiring domain-specific training, and that simpler models generalize
better with limited data. These findings have important implications for farm policy design, risk

management, and the broader application of foundation models to economics.

Connections to the Existing Literature

Our work contributes to three strands of literature: agricultural price forecasting, time series foun-

dation models, and the application of machine learning to economic forecasting.'

Agricultural price forecasting. The literature on agricultural commodity price forecasting pro-
vides the empirical foundation for our study. Early theoretical work by Working (1949) developed
the theory of storage linking spot and futures prices, while Fama (1970) established that futures
prices should be unbiased predictors of future spot prices under market efficiency. Building on
these foundations, Tomek (1997) provided empirical evidence that futures prices serve as efficient
predictors of cash prices for agricultural commodities, establishing the theoretical basis for the
USDA ERS futures-plus-basis methodology that remains the operational standard we benchmark

against.

Subsequent research has examined the accuracy of government forecasts. Sanders and Man-
fredo (2008) documented significant market reactions to USDA reports for wheat, soybeans, and
hogs, while Isengildina-Massa et al. (2011) compared USDA forecasts with private sector predic-
tions across corn, soybeans, wheat, and cotton, finding that USDA maintains competitive accuracy
despite using simpler methodologies. Systematic reviews (Isengildina-Massa et al., 2024) docu-
ment that USDA forecasts consistently outperform naive and time-series alternatives and achieve
accuracy comparable to market-based forecasts, establishing them as a demanding benchmark
for methodological innovation. This result motivates our focus on whether modern methods can

improve upon this established benchmark.

The USDA ERS futures-plus-basis methodology has evolved through systematic research by

Hoffman and colleagues. Hoffman (2005) developed the initial futures-based model for corn,

IThe forecasting literature encompasses far more methods than we can evaluate here, including additional statistical
approaches (e.g., TBATS, state-space models), machine learning variants (e.g., LightGBM, CatBoost, support vector
regression), deep learning architectures (e.g., WaveNet, Informer, Autoformer, PatchTST), and emerging foundation
models (e.g., TimeGPT, Lag-Llama, MOMENT). For comprehensive surveys, see Hyndman and Athanasopoulos (2018)
for traditional and machine learning approaches, Makridakis et al. (2018a) for comparative evaluation across method
classes, Zhang et al. (2024) for large language models applied to time series, and Kottapalli et al. (2025) for recent
developments in time series foundation models. Our goal is not exhaustive comparison but rather to demonstrate that
foundation models can be useful for agricultural forecasting and that well-established methods across model classes
can be competitive with USDA’s ERS SAP forecasts.
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demonstrating that adding 5-year average basis to futures prices produces reliable forecasts. Hoff-
man et al. (2007) extended this approach to soybeans and wheat, finding that 5-year moving
averages effectively address structural changes while maintaining forecast precision. Hoffman
and Meyer (2018) adapted the methodology for cotton using 7-year Olympic averages (exclud-
ing maximum and minimum values) to improve basis forecast stability. This methodological de-
velopment reflects broader empirical evidence that futures-based forecasts consistently outper-
form time-series alternatives across agricultural commodities (Kastens and Schroeder, 1998; Man-
fredo and Sanders, 2004; Roache and Reichsfeld, 2011; Hoffman et al., 2015; Etienne et al., 2019;
Figuerola-Ferretti et al., 2021). The performance advantage arises because futures markets ag-
gregate dispersed information about anticipated supply, demand, weather, and policy conditions
(Adjemian et al., 2020), making them difficult to outperform with backward-looking statistical

models.

Machine learning applications to agricultural prices have yielded mixed results. Zhang (2003)
showed that hybrid ARIMA-neural network models can capture both linear and nonlinear price
patterns. More recently, Zelingher (2024) proposed AGRICAF, an explainable framework incorpo-
rating exogenous drivers (energy prices, fertilizer costs, stock levels) to forecast maize, soybean,
and wheat prices up to one year ahead. Their covariate-rich approach contrasts with ours: we
evaluate whether foundation models can achieve competitive accuracy using only historical prices
in a purely univariate setting, mimicking practitioners without access to specialized databases.
Despite these advances, agricultural forecasting remains challenging due to extreme price volatil-
ity (Wright, 2011), structural breaks from policy changes (Goodwin et al., 2000), and data scarcity
— monthly series span only 20-30 years, providing at most a few hundred observations. This data

limitation has important implications for model selection, as discussed below.

Traditional time series and machine learning methods. Beyond domain-specific applications, a rich
methodological literature has developed general-purpose forecasting techniques that we evalu-
ate in this study. Classical statistical methods remain competitive in data-scarce settings: Holt
(1957) and Winters (1960) developed exponential smoothing for trend and seasonality, Cleveland
et al. (1990) introduced STL decomposition using locally weighted regression, and Taylor and
Letham (2018) proposed Prophet for automated forecasting with changepoint detection. Tree-
based machine learning methods have also become standard tools: Breiman (2001) introduced
random forests for capturing nonlinear relationships, while Chen and Guestrin (2016) developed

gradient boosting methods that achieve strong performance through sequential error correction.

Deep learning for time series forecasting. While tree-based methods can work with limited data,
deep learning architectures face more severe constraints. Goodfellow et al. (2016) established
that deep learning models require thousands of training samples to avoid overfitting — a thresh-

old rarely met in economic applications and certainly not in commodity price forecasting where



This Version: January 15, 2026 6

monthly series contain only 200-400 observations. Hochreiter and Schmidhuber (1997) introduced
Long Short-Term Memory (LSTM) networks that can capture long-term dependencies through
gated recurrent units. Several architectures have been developed specifically for time series: Ore-
shkin et al. (2020) developed N-BEATS using stacks of residual blocks to decompose forecasts into
interpretable trend and seasonal components, achieving strong performance on M4 competition;
Lim et al. (2021) proposed Temporal Fusion Transformers (TFT) combining LSTM encoders with
multi-head self-attention mechanisms for learning long-range dependencies; and Salinas et al.
(2020) introduced DeepAR for probabilistic forecasting using autoregressive recurrent networks
with distributional outputs. Despite these architectural innovations, Makridakis et al. (2018b)
found that simpler statistical methods often outperform complex deep learning models when data

are limited, particularly in economic applications.

Time series foundation models. The data requirements of deep learning have motivated a new
paradigm: foundation models that leverage pre-training on massive external datasets to overcome
sample size limitations in target domains. Foundation models represent a paradigm shift in ma-
chine learning, where large models pre-trained on diverse datasets can be applied to new tasks
with minimal adaptation (Bommasani et al., 2021). In time series forecasting, recent foundation
models have achieved strong performance across diverse benchmarks. We evaluate five repre-
sentative models in this study. Ansari et al. (2024) introduced Chronos, which adapts language
modeling techniques to time series by tokenizing numerical values and applying transformer ar-
chitectures with 200 million parameters. Ansari et al. (2025) extended this work with Chronos-2,
incorporating mixture-of-experts architecture with 120 million parameters. Das et al. (2024) devel-
oped TimesFM using decoder-only transformers with frequency-aware encodings, pre-trained on
over 100 billion time points. Jin et al. (2025) proposed Time-MoE, a mixture-of-experts architecture
with only 50 million parameters through sparse activation patterns. Aksu et al. (2025) introduced

Moirai-2, using quantile forecasting and multi-token prediction for improved efficiency.

These foundation models have demonstrated impressive zero-shot performance on standard
benchmarks like M4 and M5 competitions. However, recent work has questioned whether TSFMs
truly exhibit “foundational” properties. Karaouli et al. (2025) argued that zero-shot capabilities
are significantly tied to pre-training domains, and that fine-tuned foundation models do not con-
sistently outperform smaller dedicated models relative to their increased parameter count. This
skepticism is particularly relevant for specialized domains like agricultural economics, which
present unique challenges: strong seasonality from biological production cycles, structural breaks
from policy changes, and high volatility from weather and trade shocks. Whether foundation
models can generalize to these domain-specific patterns without fine-tuning is an open empirical
question that our study addresses. Our findings contribute to this debate by documenting that in

agricultural price forecasting, zero-shot TSFMs substantially outperform both traditional methods
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and deep learning models trained from scratch, with the smallest foundation model (Time-MoE)

achieving the best overall performance.

The remainder of the paper proceeds as follows. Section 2 presents the data and USDA ERS
forecast methodology. Section 3 describes the forecasting methods and model taxonomy. Section 4
reports empirical results for all models. Section 5 discusses practical implications and limitations.

Section 6 concludes.

2 Data

2.1 Data Sources and Coverage

Our analysis uses monthly price data from the USDA Economic Research Service (ERS) database
for SAP Forecasts, covering major U.S. agricultural commodities that collectively represent over
200 million planted acres annually. Table 1 provides an overview of the data structure, variable

definitions, and sources.

Table 1: Data Summary: Variables, Definitions, and Sources

Variable Definition Unit Frequency Source

Panel A: Primary Variables

Monthly Price Price received by farmers $/bu (corn, soy, wheat) Monthly USDA NASS
for commodity sales cents/Ib (cotton) Agricultural Prices

Panel B: Benchmark Forecasts

USDA SAP Forecast  ERS SAP forecast $/bu or cents/Ib Monthly updates USDA ERS
(futures + basis method) (annual target) Season-Avg Forecasts

Panel C: Auxiliary Variables

Futures Price Nearby futures contract $/bu or cents/Ib Daily LSEG Data & Analytics
settlement price (formerly Refinitiv)

Basis Cash price - futures price $/bu or cents/Ib Monthly USDA ERS
(5-year or 7-year average) (calculated)

Marketing % Proportion of annual pro- Percentage Monthly USDA NASS Agricultural Prices
duction marketed in each
month

Notes: This table summarizes all variables used in the analysis. Panel A shows the primary variable (monthly prices
received by farmers) used to generate forecast. Panel B shows the benchmark forecast used for comparison. ERS
SAP forecasts are generated weekly using data available each Thursday; files are updated monthly and posted 1
business day after WASDE report release. Panel C shows auxiliary variables used only by baseline methods (USDA
futures-plus-basis approach). Marketing percentages are fixed weights (5-year average for corn/soybeans/wheat,
7-year Olympic average for cotton) used to aggregate monthly prices to MYA. All data are publicly available from
USDA sources. See Appendix A for complete data access details and download links.

We use the latest dataset as of 12/10/2025, which includes four major U.S. agricultural com-
modities: corn (September 1997 — August 2025), soybeans (September 1997 — August 2025), wheat
(June 1997 — August 2025), and cotton (August 1997 — August 2025). Each commodity follows
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its specific marketing year calendar’ defined by USDA: corn and soybeans (September-August),
wheat (June-May), and cotton (August-July). Throughout this paper, we denote marketing years
by their starting year. For example, MY 2023 for corn refers to the period September 2023 through
August 2024. These marketing years align with harvest timing and traditional marketing patterns

for each crop.

Figure 1 displays the complete monthly prices for all four commodities, illustrating the diverse
price dynamics and volatility patterns that foundation models must capture. The 28-year period
encompasses multiple agricultural cycles, major policy changes,® and significant market disrup-
tions including the 2008 financial crisis, 2012 drought, and COVID-19 pandemic. Price volatility
varies substantially across commodities: soybeans exhibit the highest coefficient of variation (stan-
dard deviation divided by mean, 44%), followed by corn (38%), wheat (32%), and cotton (25%).

2.2 USDA ERS Season-Average Price Forecasts

The USDA ERS produces futures-based season-average price (SAP) forecasts that serve as key in-
puts to the official WASDE consensus forecasts (Poghosyan et al., 2025). WASDE reports combine
analyst expertise, econometric models, and market intelligence to generate official price projec-
tions. To prevent market manipulation, WASDE preparation follows strict confidentiality proto-
cols, with no information released until the scheduled publication time. In contrast, the ERS SAP
forecasts are publicly documented and methodologically transparent, making them suitable as a
replicable benchmark. The USDA ERS has produced SAP forecasts since 2003 using a futures-
plus-basis methodology in two steps (Hoffman, 2005; Hoffman et al., 2007, 2015; Hoffman and
Meyer, 2018).

The ERS methodology first generates monthly price forecasts using futures prices and histori-

cal basis patterns. The forecast for month k in year ¢ is generated as:
Py = Fuy i + Brot, 1)

where I3k,t is the predicted farm price in calendar month k and year ¢, Fyy) ;,; is the futures price for
the nearby contract expiring in month (k) observed at forecast horizon i, and By is the historical

average basis.* This methodology forecasts each month directly using the corresponding nearby

2Marketing years are 12-month periods aligned with each commodity’s harvest and marketing cycle, used by USDA
for reporting production, sales, and price statistics.

3Major Farm Bill legislation during our sample period includes the 2002 Farm Security and Rural Investment Act,
2008 Food, Conservation, and Energy Act, 2014 Agricultural Act, and 2018 Agriculture Improvement Act (Zulauf and
Schnitkey, 2014; Schnitkey et al., 2019). These policy changes affected reference prices, payment structures, and pro-
gram eligibility, creating structural breaks in price dynamics.

4For corn, the nearby contract mapping follows the harvest cycle: December futures for October-November prices,
March futures for December-February, May futures for March-April, July futures for May-June, and September futures
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Figure 1: Monthly Commodity Prices (1997-2025)
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Notes: Time series of monthly commodity prices from USDA ERS. Gray shaded areas indicate NBER
recession periods (2001 dot-com recession, 2007-2009 Great Recession, 2020 COVID-19 recession). All
commodities exhibit substantial volatility and structural breaks that challenge traditional forecasting
methods.

futures contract plus historical basis, avoiding error accumulation across the 12-month horizon.
The basis reflects local supply-demand conditions, transportation costs, and storage premiums
that cause cash prices to deviate from futures prices. The basis averages use 5-year moving win-
dows for corn, soybeans, and wheat, and 7-year Olympic averages for cotton to address structural

changes while maintaining forecast reliability.5

Monthly forecasts are then aggregated to the Marketing Year Average (MYA), which represents

the weighted average price over the 12-month marketing year:

12
MYA; = > Py x wy, 2)
k=1

for July-August. Similar mappings apply to other commodities based on their respective marketing years and contract
availability.

5This creates information asymmetry in our comparison: USDA forecasts incorporate forward-looking futures
prices, while our models use only historical cash prices. We discuss the implications of this design choice in Sec-
tion 5. Briefly, this represents a more stringent test for our models — outperforming futures-based forecasts using only
backward-looking information demonstrates genuine forecasting ability rather than simply incorporating the same
market signals.
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where ﬁk,t is the monthly price predicted by Equation (1) and wy is the monthly marketing per-
centage — the proportion of annual production marketed in month k, with 312, w; = 1. The actual
MYA is calculated using actual farmer-received prices and actual marketing percentages within
that marketing year. Marketing percentages reflect the typical temporal pattern of commodity
sales throughout the year. For example, corn marketing percentages are highest immediately post-
harvest (September-November: 45% of annual sales) and decline through the marketing year as
on-farm storage is depleted. For forecasting purposes, each month’s marketing percentage uses
the 5-year average of that same month’s historical percentage for corn, soybeans, and wheat, and

a 7-year Olympic average (dropping the highest and lowest values) for cotton.

3 Forecasting Methods

3.1 Model Taxonomy

We evaluate 17 forecasting models across four methodological paradigms: traditional time-series
approaches (6 models), machine learning (2 models), deep learning (4 models), and foundation
models (5 models). This section outlines the basic structure and intuition behind each method,
along with brief notes on implementation and hyperparameter selection where relevant. After
introducing each method, we also briefly discuss its advantages and disadvantages. Our goal
is not to provide an exhaustive technical treatment but rather to offer concise descriptions and
direct readers to key references for deeper study. Full implementation details are provided in the
Appendix B and C, and more advanced discussions of each method can be found in the papers
cited below.® In what follows, I5t+h denotes the h-step forecast of the price at time t + , and P; is

the observed price at time ¢.

3.1.1 Traditional Time Series Models

Traditional time series methods model temporal dependence through explicit statistical assump-
tions about trend, seasonality, and autocorrelation. We implement six models representing differ-

ent approaches to decomposing and forecasting price dynamics.

We start with the simplest models. The Naive model assumes prices follow a random walk,
forecasting P, = P for all horizons h. The Seasonal Naive model exploits annual patterns by

forecasting pt+h = Piij_12, using the price from the same month in the previous year. These

6 All models are trained and evaluated separately for each commodity using purely univariate forecasting — each
model uses only the target commodity’s own price history. This design follows standard practice in applied fore-
casting (Makridakis et al., 2018a) and provides a fair comparison of model architectures under comparable temporal
constraints. Cross-commodity pooling and covariate-augmented forecasting represent natural extensions for future
work.
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simple benchmarks serve as important baselines in forecasting competitions and applied work
(Makridakis et al., 2018a), where they sometimes surprisingly outperform more complex models.
Both models are computationally trivial with no parameters to tune, providing robust baselines
for comparison. They cannot capture complex patterns or structural breaks, and Seasonal Naive

requires at least one full year of historical data.

SARIMA (Seasonal AutoRegressive Integrated Moving Average) extends the foundational ARIMA
framework developed by Box and Jenkins (1970) to handle seasonal patterns. The original ARIMA
model revolutionized time series analysis by providing a unified framework for modeling non-
stationary data through differencing, while the seasonal extension enables explicit modeling of
recurring annual patterns common in agricultural prices. SARIMA remains the workhorse of
applied forecasting due to its interpretable parameters and well-understood statistical proper-
ties. The model decomposes prices into autoregressive (AR), differencing (I), and moving average
(MA) components, with seasonal counterparts. The general SARIMA(p, d, q)(P, D, Q)s model is

compactly written as follows:
®(B*)¢(B) (1~ B)!(1 ~ B*)"P, = ©(B*)0(B)er, (3)

where B is the backshift operator (BP; = P;_1), s = 12 is the seasonal period, ¢(B) and ®(B°)
are autoregressive polynomials for non-seasonal and seasonal components, 6(B) and ®(B°) are
moving average polynomials, and the differencing operators (1 — B)¢ and (1 — B*)P remove non-
seasonal and seasonal trends respectively. For h-step ahead forecasting, SARIMA generates pre-
dictions recursively: the model first forecasts 15,5“, then uses this forecast as input to predict Diin,
continuing until reaching horizon h. The algorithm selects optimal orders based on information
criterion separately for each commodity-split combination, balancing model fit against complex-
ity. SARIMA benefits from a well-established statistical foundation with interpretable parameters
and the ability to handle non-stationarity through differencing, but it assumes linear relationships,

is sensitive to outliers, and requires sufficient historical data for reliable parameter estimation.

Exponential Smoothing (ETS) traces its origins to Holt (1957) and Winters (1960), who devel-
oped methods for forecasting data with trend and seasonality. The Holt-Winters method remains
widely used because it explicitly models trend and seasonality as separate components within
a unified framework, allowing each to evolve independently while contributing to the forecast.
This structural decomposition is intuitive for agricultural prices, where long-term trends (from in-
flation or productivity changes) and seasonal patterns (from planting and harvest cycles) operate
through distinct mechanisms. The method recursively updates level, trend, and seasonal com-

ponents with exponential weights on past observations. The additive seasonal model updates
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are:

b= a(P—si-) + (1—a)(f +biy),  (level) (4)
by = B(lr — li—1) + (1 — B)br—1, (trend) (5)
st =9(Pr—¥4) + (1 —y)si—s, (seasonal) (6)

where P; is the observed price at time ¢, ¢; represents the level (baseline price), b; is the trend
slope (rate of price change), s; is the seasonal component (recurring monthly patterns), s;_s is the
seasonal component from the same season in the previous year, s = 12 is the seasonal period,
and «, 8,7 € [0,1] are smoothing parameters that control how much weight is given to recent

observations versus historical patterns. The h-step ahead forecast is:

Pryp = L+ bt + Sy g (h—1) mod )+1/ (7)

where the seasonal index cycles through the most recent seasonal estimates. The ETS model also
has a multiplicative version, which follows similar logic; we do not present it here. We grid search
over trend type (additive, multiplicative, none) and seasonal type (additive, multiplicative, none),
selecting the best specification via validation RMSE. Exponential Smoothing is adaptive to recent
changes, computationally efficient, and handles both additive and multiplicative seasonality. The
method uses an exponential weighting scheme, can overreact to recent shocks, and requires careful

specification of trend and seasonal types.

STL (Seasonal-Trend decomposition using Loess), developed by Cleveland et al. (1990), sep-
arates time series into interpretable components using robust local regression. Like Exponential
Smoothing, STL explicitly models trend and seasonality as separate components, but with greater
flexibility: the seasonal component can vary over time, and the robust fitting procedure resists
distortion from outliers — a common occurrence in agricultural prices during supply shocks or
policy changes. This decomposition-based approach is particularly valuable for understanding
the drivers of price movements, as analysts can examine trend and seasonal components sepa-

rately. STL separates prices into three additive components via iterative smoothing:
Pr=Ti+ 5+ Ry, (8)

where T; is the trend, S; is the seasonal component with Zle S; = 0, and R; is the residual. The
decomposition uses locally weighted regression (Loess) with window size parameters 7, (sea-

sonal) and n; (trend). For forecasting, each component is extrapolated separately. The seasonal
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component repeats the most recent cycle:

§t+h = Stfs-Q—((hfl) mod s)+1- )

The trend component is forecasted using Holt’s linear method applied to the extracted trend series
{Tl, ey Tt}l

Toop = 07 + 117, (10)

where /] and bl are the level and slope estimated from the trend component. The final forecast

combines these:
Py = Toon+ Sein (11)

We use robust STL with grid search over n; € {7,13,25,35} and n; € {None, 13,25,51} and restrict

to additive decomposition.

Prophet, developed by Taylor and Letham (2018) at Facebook (now Meta), was designed for
business forecasting at scale with minimal manual intervention. The model’s key innovation is
automatic changepoint detection, which identifies structural breaks in the trend without requir-
ing analysts to specify them in advance. For agricultural prices, this capability is valuable because
policy changes, trade disruptions, or technological shifts can cause abrupt trend changes that tra-
ditional models struggle to capture. Prophet also provides uncertainty intervals through Bayesian
inference, enabling probabilistic forecasting. The model implements an additive decomposition

with three main components:
Py = gt + st + hy + €. (12)
The trend g; is a piecewise linear function allowing for multiple changepoints:
g = (k+ajo)t+ (m+aiy), (13)

where k is the base growth rate, m is the offset (the constant in the intercept of the trend function),
a; € {0,1} indicates which of the | changepoints have occurred by time ¢, § are slope adjust-
ments at changepoints, and ~ are corresponding intercept adjustments that ensure continuity. The

seasonal component uses Fourier series:

N
St = Z {an cos <27113nt> + b, sin <27;nt>] , (14)
n=1
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where P = 12 is the period and N = 10 is the number of Fourier terms.

Bayesian inference via Stan estimates parameters with priors 6; ~ Laplace(0, T) for change-
point regularization and a,,b, ~ Normal(0,0;) for seasonality regularization. We grid search
over changepoint prior scale T (controlling trend flexibility) and seasonality prior scale ¢; (con-
trolling the amplitude of seasonal patterns — larger values allow stronger seasonality). For h-
step ahead forecasting, Prophet directly evaluates the fitted model at future time points: P, ) =
Qt+n + Stn + hiyp. Since changepoints are only placed within the training period, a;;, = a; for
all forecast horizons, meaning the trend extrapolates forward with the final learned slope k + 1746.
Prophet automatically detects trend changepoints, handles holidays and special events, and pro-
vides uncertainty intervals through its Bayesian framework. The model is computationally ex-
pensive due to Stan MCMC sampling, has many hyperparameters to tune, and can overfit with

aggressive changepoint detection.

3.1.2 Machine Learning Models

Machine learning methods treat forecasting as supervised learning, using lagged prices and engi-
neered features to predict future values. We implement two ensemble tree-based methods — Random
Forest and XGBoost — that differ fundamentally in how they construct ensembles: Random Forest
uses bagging (bootstrap aggregating) where trees are trained independently in parallel, while XG-
Boost uses boosting where trees are trained sequentially with each tree correcting errors from the
previous ensemble. While many machine learning methods exist for time series forecasting, we
focus on these two methods due to their well-documented forecast accuracy in applied forecasting

competitions and economic applications (Makridakis et al., 2018a).

Random Forest constructs an ensemble of decision trees (Breiman et al., 1984), each trained on
a bootstrap sample with random feature selection. For time series forecasting, we create feature

vectors:
xt = [Pi—1,Pi—3, ..., P_p,sin(27tm /12), cos(2rtm /12)], (15)

where L is the number of lags and m € {1,...,12} is the month. The cyclical encoding captures
seasonality without imposing ordinality. This single Fourier pair captures the fundamental an-
nual cycle; more complex seasonal patterns could be modeled with additional harmonics, but the

lagged features already carry implicit seasonal information when L > 12.

Each tree Tj is grown by:

1. Bootstrap sampling: Draw n samples with replacement from training data
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2. At each node, randomly select v/d candidate features from the d total features

3. Split on the feature and threshold that minimizes the weighted mean squared error across
child nodes

4. Continue splitting until reaching stopping criteria (maximum depth or minimum samples

per leaf)

The final prediction averages across K trees: P, ; = %Z,Ile Ti(x¢). Multi-step forecasts use re-
cursive prediction where Pt+h becomes a feature for ISHhH. We grid search over L € {6,12,18}
and K € {100, 200}. Random Forest handles non-linear relationships, is robust to outliers, requires
minimal hyperparameter tuning, and provides feature importance measures. However, since the
model lacks explicit trend and seasonality modeling, it requires careful feature engineering for
time series applications. For comprehensive treatments of Random Forest, see Breiman (2001) and
Hastie et al. (2009).

XGBoost (Extreme Gradient Boosting), developed by Chen and Guestrin (2016), implements
gradient boosting where each new tree corrects errors from the previous ensemble. The model

builds an additive ensemble:

K
P = Sy fi(x), (16)
k=1

where each fi is a weak learner — a shallow regression tree (typically has depth of 3-6) that indi-
vidually has limited predictive power. The learning rate 77 € (0, 1] shrinks each tree’s contribution,
and x; uses the same lagged features as Random Forest. At each iteration k, a new tree fy is fitted to
the negative gradient of the loss function evaluated at the current ensemble prediction, effectively
targeting the residual errors. This sequential error correction allows XGBoost to combine many
weak learners into a strong predictor. The key innovation is the regularized objective that penal-
izes model complexity to prevent overfitting. We grid search over L € {6,12,18}, K € {100,200},
and 77 € {0.05,0.1}. Like Random Forest, multi-step forecasts use recursive prediction where P;_,
becomes a feature for P; ;1. For complete technical details on the regularization framework and

optimization algorithm, see Chen and Guestrin (2016).

The key difference between Random Forest and XGBoost lies in their ensemble strategies: Ran-
dom Forest uses bagging (bootstrap aggregating), training trees independently on bootstrap sam-
ples and averaging their predictions to reduce variance; XGBoost uses adaptive boosting, training
trees sequentially where each tree focuses on correcting the residual errors of the previous ensem-

ble to reduce bias.



This Version: January 15, 2026 16

3.1.3 Deep Learning Models

Deep learning models use neural network architectures to learn hierarchical representations from
raw time series data. We implement four state-of-the-art architectures, training them from scratch

on agricultural price data using the Adam optimizer.

LSTM (Long Short-Term Memory) networks, introduced by Hochreiter and Schmidhuber (1997),
differ fundamentally from standard feedforward neural networks in how they process data. Stan-
dard neural networks treat each input independently, making them unsuitable for time series
where the order of observations matters. Earlier recurrent neural networks process data one step
at a time but tend to “forget” older information as new observations arrive, the vanishing gradi-
ent problem. LSTMs overcome this limitation by introducing a specialized internal structure that
separates long-term memory, captured by a cell state, from short-term memory, summarized in
a hidden state. This method has an innovative gating mechanism that decides, at each point in
time, what to remember, what to update, and what to forget. This decision is made through three
gates that act like switches: one removes outdated information (forget gate), another adds new
relevant signals (input gate), and a third determines what information is carried forward to influ-
ence future predictions (output gate). By managing information in this way, LSTMs can recognize
long-run patterns — such as recurring seasonal movements in agricultural prices that repeat from

year to year, and short-run shocks arising from weather events and temporary market disruptions.

We use a single-layer LSTM with grid search over sequence length, hidden size, and training
epochs. The final hidden state feeds into a linear layer to produce price forecasts. For multi-step
forecasting, we use autoregressive generation: the model predicts P, 1, then feeds this prediction
back as input to generate P;,,, continuing recursively until reaching the desired horizon h. The
architecture requires large training datasets (50K+ parameters), is prone to overfitting with small

samples, and produces difficult-to-interpret black-box predictions.

DeepAR by Salinas et al. (2020) is an autoregressive recurrent network designed for proba-
bilistic forecasting. The model uses an LSTM to encode historical prices, then generates forecasts
autoregressively: at each future time step, the network outputs parameters of a probability dis-
tribution (mean and variance for a Gaussian), samples a value from this distribution, and feeds it
back as input to predict the next step. This process repeats until reaching horizon h, with multi-
ple sample paths generating prediction intervals. We implement DeepAR with grid search over
LSTM architecture parameters. For consistency with other models, we use mean absolute error
loss rather than the original distributional loss, which reduces the probabilistic benefits but en-
ables fair comparison. The model requires large training data, and its distributional assumptions

may not hold for agricultural prices. For complete details, see Salinas et al. (2020).
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Unlike LSTM which learns implicit representations, N-BEATS (Neural Basis Expansion Anal-
ysis for Time Series) by Oreshkin et al. (2020) is designed for interpretability by explicitly de-
composing forecasts into trend and seasonal components. The model outputs the entire forecast
horizon P, 1.4,y directly in a single forward pass, rather than generating forecasts autoregressively
one step at a time. This direct multi-horizon approach avoids error accumulation that plagues re-
cursive methods. The architecture achieves interpretability by expressing forecasts as weighted

combinations of basis functions. For trend, the forecast is a polynomial expansion:

p
ytrend — Z gztrend ) (17)
i=0
wheret = [0,1,...,h — 1] is the forecast horizon vector and p is the polynomial degree; coefficients
g'rend control the level, slope, and curvature of the projected trend. For seasonality, the forecast

uses a Fourier series:

[h/2]-1 2 7it 27tit
75 = Z [Ofeas os <h> + 07502 SIn (h)] ’ (18)
i=0

where 07°* denotes the vector of coefficients that weight the sine and cosine basis functions in
the Fourier expansion, determining the amplitude and phase of each seasonal frequency over the
forecast horizon. The model works as follows: a multi-layer neural network takes the lookback
window of historical prices as input and outputs the expansion coefficients 6 (6'"d, §5¢%%). These
learned coefficients are then multiplied by the fixed basis functions (polynomials or Fourier terms)
to produce the forecast. The neural network’s role is to learn which combination of basis functions
best captures the patterns in the data — the basis functions provide interpretable structure while

the network provides the flexibility to adapt to different time series.

We implement N-BEATS with a simplified architecture adapted for agricultural data: fewer
processing layers and smaller hidden dimensions than the default specification to prevent over-
fitting. N-BEATS provides interpretable decomposition into trend and seasonality components
and achieved strong performance on the M4 competition (Makridakis et al., 2018a). However,
the model requires substantial training data (200K+ parameters), needs architecture simplification
for small samples, and hence is computationally intensive. For complete architectural details, see
Oreshkin et al. (2020).

TFT (Temporal Fusion Transformer) by Lim et al. (2021) is a forecasting architecture designed
to combine the strengths of recurrent neural networks and transformer-based attention in a single,
unified framework. The LSTM component processes historical prices sequentially to capture lo-
cal patterns, while the attention mechanism identifies which past time steps are most relevant for

forecasting — automatically learning to weight recent observations more heavily during volatile
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periods or distant observations when long-term trends dominate. For multi-step forecasting, TFT
outputs all i future predictions simultaneously through a transformer-style attention decoder that
attends to the encoded history (by the LSTM). Variable selection networks automatically identify
which input features matter most, and the model provides interpretable attention weights show-

ing which historical periods influenced each forecast.

We implement TFT with a simplified architecture (smaller hidden size and fewer attention
heads) to accommodate the limited training data available for agricultural prices. The full archi-
tecture is extremely complex (500K+ parameters), requires massive training data, has many hy-

perparameters to tune, and trains slowly. For complete architectural details, see Lim et al. (2021).

3.1.4 Foundation Models

Foundation models represent a fundamentally different approach from the deep learning models
above: rather than training from scratch on limited agricultural data, they leverage massive pre-
training on diverse time series to learn general temporal patterns that transfer to new domains. We
use publicly available pre-trained models developed by major technology firms including Ama-
zon (Chronos, Chronos-2), Google (TimesFM 2.5), Salesforce (Moirai-2), and academic institutions
(Time-MOoE). Pre-training means the model has already learned patterns from millions of time se-
ries across diverse domains (retail sales, web traffic, energy consumption, financial data, etc.).”
We evaluate the models in zero-shot mode, where we can directly apply their pre-trained weights
without any fine-tuning on our specific agricultural data. This enables them to recognize common
temporal patterns — trends, seasonality, volatility — without requiring extensive domain-specific
training.® Most foundation models generate multi-step forecasts autoregressively (predicting one
value at a time), though Moirai-2 uses multi-token prediction to forecast multiple values simulta-

neously for improved efficiency.

Chronos by Ansari et al. (2024) takes a novel approach by treating time series forecasting as a
language modeling problem. The key insight is that language models excel at predicting the next
word in a sequence — Chronos applies this same principle to predict the next value in a time series.

The model converts numerical prices into discrete tokens (similar to how text is converted to word

’Foundation models are pre-trained on millions of time series from diverse domains, raising the possibility that
they might have seen and even memorized agricultural price or related series during training. To address potential
data leakage concerns, we conduct simulation analysis in Appendix D, evaluating foundation models on synthetically
generated price series that share the statistical properties of commodity prices but could not have appeared in any
training data. The results confirm that strong performance reflects learned temporal patterns rather than memorization
of specific agricultural series.

8Unlike models above where we discuss architectural details, we focus here on the key features and distinguish-
ing characteristics of each foundation model. The foundation model literature is rapidly evolving and architecturally
complex; readers interested in implementation details should consult the original papers cited for each model.
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tokens),” then uses a transformer architecture to predict future tokens, which are decoded back to
price values. Specifically, Chronos builds on T5, a text-to-text transformer originally developed
for natural language tasks. The model contains 200 million parameters and was pre-trained on
over 100 diverse time series datasets. We use the amazon/chronos-t5-base model, generating
20 sample paths and taking the median for point forecasts. Chronos offers zero-shot capability,
requires no hyperparameter tuning, and handles variable-length inputs. The tokenization pro-
cess may lose some numerical precision compared to models that work directly with continuous

values.

Chronos-2 (Ansari et al., 2025) is an updated version released in October 2025 that extends
the original Chronos model with several architectural improvements. The key innovation is a
mixture-of-experts (MoE) architecture. Rather than relying on a single monolithic network, the
model consists of multiple specialized “expert” sub-networks, each trained to capture distinct
patterns in agricultural prices such as stable trends, seasonal dynamics, or volatile periods. A
learned gating mechanism allows the data to determine which experts are most relevant for a
given input by assigning expert-specific weights based on current conditions - for example, em-
phasizing one expert during trending periods and another during pronounced seasonal fluctua-
tions. This specialization enables the model to achieve strong predictive performance with fewer
total parameters (120 million vs. 200 million in the original). Chronos-2 also benefits from im-
proved pre-training procedures and extends from univariate to universal forecasting, meaning
it can handle multiple related time series simultaneously. We use amazon/chronos-2 with the
same inference settings as the original Chronos model. Interestingly, Chronos-2 underperforms
the original Chronos in our experiments, demonstrating that newer models are not always better

for specific applications.

TimesFM 2.5 (Time Series Foundation Model) by Das et al. (2024) is a decoder-only transformer
with 200 million parameters, pre-trained on an exceptionally large corpus of over 100 billion time
points from diverse domains. Similar to how GPT-style language models work, the “decoder-
only” architecture means the model processes the input sequence and generates outputs in a single
forward pass (without a separate stage that first “encodes” the input into a fixed representation).
Two key innovations distinguish TimesFM.: first, it uses “patching” which groups consecutive time

points into chunks before processing, allowing the model to capture local patterns efficiently while

9Tokenization is a fundamental concept in natural language processing where continuous text is broken into discrete
units (words or subwords) that models can process. For example, the sentence “The price is $5.50” might be tokenized
as [“The”, “price”, “is”, “$”, “5”, “.”, “50”]. Chronos applies this principle to numerical time series through a two-step
process: first, it scales the time series by its absolute mean; second, it quantizes the scaled values into a fixed number of
uniformly spaced bins. For instance, a scaled price of 1.23 might be mapped to bin 127 (token 127), representing values
in the range [1.20, 1.25]. This discretization allows transformers designed for discrete sequences to process continuous
numerical data. Other time series foundation models use similar tokenization strategies, though some work directly
with continuous embeddings rather than discrete bins. See Vaswani et al. (2017) for transformer architectures and

Devlin et al. (2019) for tokenization in language models.
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handling variable-length inputs. Second, it incorporates frequency-aware positional encodings
that help the model understand different temporal granularities — whether the data are hourly,
daily, or monthly — without explicit specification. We use google/timesfm-2.5-200m-pytorch
with maximum context length of 512 time steps, processing the most recent 512 months of history
(or the full history if shorter). TimesFM’s massive pre-training corpus gives it exposure to an

exceptionally wide range of temporal patterns, particularly relevant for agricultural forecasting.

Time-MoE by Jin et al. (2025) also implements a mixture-of-experts architecture but differs
from Chronos-2 in several key aspects. First, Time-MoE also uses a decoder-only architecture (like
TimesFM) rather than an encoder-decoder design, processing inputs and generating forecasts in
a single forward pass. Second, it was pre-trained on Time-300B, a massive dataset spanning over
300 billion time points across 9 domains — substantially larger than other foundation models’
training corpora. Third, it supports flexible context lengths up to 4096 timepoints, allowing it
to leverage longer historical sequences when available. We use the 50 million parameter variant
(Maple728/TimeMoE-50M) with default inference settings. Despite being the smallest foundation
model in our evaluation, Time-MoE will be shown to deliver the best overall performance, sug-
gesting that massive pre-training scale and architectural efficiency can outweigh raw parameter

count.

Moirai-2 by Aksu et al. (2025) distinguishes itself through two key innovations: quantile fore-
casting and multi-token prediction. Unlike other foundation models that predict point forecasts,
Moirai-2 directly outputs probabilistic forecasts across multiple quantiles (e.g., 10th, 50th, 90th
percentiles), providing uncertainty estimates without requiring multiple sampling passes. Multi-
token prediction means the model predicts multiple future values simultaneously in each forward
pass rather than one at a time, substantially improving inference speed. The model uses a decoder-
only architecture with single-patch inputs and quantile loss. We use Salesforce/moirai-2.0-R-small
with 14 million parameters, the smallest variant in the Moirai-2 family, pre-trained on 36 million
time series. Moirai-2 is twice as fast and thirty times smaller than its predecessor Moirai 1.0-Large
while achieving better performance, demonstrating that architectural simplicity and efficient pre-

diction strategies can outweigh model size.

3.2 Monthly Price and MYA Price Forecasts

We conduct two separate analyses in our evaluation. The first evaluates monthly forecasting per-
formance across all models, measuring the average error across 12 individual monthly forecasts.
This analysis reveals which models best capture month-to-month price dynamics. The second
evaluates MYA forecasts against USDA benchmarks. As noted in Section 2, USDA forecasts MYA

directly (one value per marketing year). To enable fair comparison, we forecast 12 monthly prices
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for the next marketing year and then construct MYA forecasts using marketing percentage weights
as defined in Equation (2). This approach allows us to evaluate performance at both granularities
while ensuring comparability with USDA’s operational method. When monthly forecasts are ag-
gregated to MYA, errors tend to partially cancel as overforecasts in some months offset underfore-
casts in others, so MYA MAE is typically lower than monthly MAE.

3.3 Evaluation Metrics

We evaluate forecasts at both monthly and MYA aggregation levels using three standard metrics
for each commodity-split combination.!” Mean Absolute Error (MAE) measures average absolute

deviation:

1 12
MAE = 12; v — 74l

Root Mean Squared Error (RMSE) penalizes large errors more heavily:

12

1
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Mean Absolute Percentage Error (MAPE) expresses errors as percentages:
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where t indexes the 12 months in the marketing year. For each commodity, results are averaged

across all cross-validation splits.

3.4 Cross-Validation Design and Hyperparameter Selection

We implement an expanding window block cross-validation strategy with 16 temporal splits per
commodity. Each split consists of three components: a training set (minimum 10 years, expanding
over time), a validation set for hyperparameter selection (fixed at 2 years), and a test set for final
evaluation (1 year). The first split uses data from September 1997 through August 2007 for train-
ing, September 2007 through August 2009 for validation, and September 2009 through August
2010 for testing; the final split uses September 1997 through August 2022 for training, September

10While most of selected models can generate probabilistic forecasts with uncertainty quantification, we focus exclu-
sively on point forecasts to maintain comparability with USDA, which publishes single-value price projections without
prediction intervals or densities.
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2022 through August 2024 for validation, and September 2024 through August 2025 for testing.!!
The training set grows by one year with each successive split while validation and test windows
slide forward, mimicking operational forecasting where models are retrained as new data becomes

available. All reported metrics are computed on the test set.

For models with tunable hyperparameters,'? we conduct grid search: train candidate models
on the training set, evaluate on the validation set, select the configuration with lowest validation
RMSE, then retrain on combined training and validation data before generating test forecasts. The
test year is never used for model selection decisions. We deliberately use focused grid searches
(10-20 combinations) rather than exhaustive searches, as prior research shows extensive tuning

can cause overfitting to small validation sets (Makridakis et al., 2018b).

With 4 commodities and 16 splits, we generate 64 split-commodity combinations for model
comparison and 1,088 total forecasts across all models (17 x 64). For MYA price prediction com-
parison, data availability varies by commodity, yielding 49 USDA-comparable forecasts. To ensure
fair comparison with USDA ERS, we use their second-to-last weekly-updated forecast before the
marketing year begins to avoid any overlap with the marketing year. Our models forecast 12
monthly prices using only information available before the marketing year starts, then aggregate
to SAP using the same marketing percentage weights. This ensures our models operate under
a restrictive information set, with no future information leakage. See Appendix C for complete
cross-validation details including split definitions, hyperparameter specifications, and optimiza-

tion experiments.

4 Empirical Results

We evaluate model performance in two applications: monthly price forecasting across all 17 mod-
els, and MYA forecasts benchmarked against USDA ERS SAP prediction. This section presents
results for both sets of evaluations, identifying top performers and analyzing patterns across com-

modities.

4.1 Evaluation 1: Monthly Price Forecasting

We evaluate all 17 models on 12-month-ahead forecasts using 64 cross-validation splits (16 splits

x 4 commodities). For each split, we compute MAE, RMSE, and MAPE. Overall rankings average

HThese dates illustrate the corn, soybean, and wheat marketing year (September-August). Cotton follows an
August-July marketing year. In practice, all splits strictly align with each commodity’s official marketing year.

12ETS, Prophet, Random Forest, XGBoost, LSTM, N-BEATS, TFT, and DeepAR. Foundation models are evaluated
zero-shot without hyperparameter tuning. SARIMA uses automatic parameter selection. Naive and seasonal naive
have no tunable parameters.
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metrics across all splits; we also report commodity-specific performance. Models are ranked by
MAE.

4.1.1 Overall Model Rankings

Table 2 presents overall monthly forecasting performance across all commodities and splits. Foun-

dation models dominate the top positions, with Time-MoE achieving the best performance.

Table 2: Monthly Price Forecasting Performance - All Models

Rank Model MAE RMSE MAPE (%) Category
1 Time-MoE 0.693 0.784 12.88 Foundation
2 Chronos 0.734 0.819 14.31 Foundation
3 Chronos-2 0.736 0.819 13.86 Foundation
4 TimesFM 2.5 0.736 0.817 13.86 Foundation
5 Moirai-2 0.751 0.838 14.21 Foundation
6 Naive 0.775 0.849 14.38 Traditional
7 Random Forest  0.793 0.876 15.45 Machine Learning
8 XGBoost 0.823  0.918 15.80 Machine Learning
9 SARIMA 0.859 0.944 16.28 Traditional
10 LSTM 0.893 1.010 16.78 Deep Learning
11 N-BEATS 0.894  0.976 16.91 Deep Learning
12 Exp Smoothing  0.921 1.015 15.96 Traditional
13 TFT 0.961 1.044 17.19 Deep Learning
14 Seasonal Naive 0.973 1.071 17.13 Traditional
15 STL 1.033 1.150 18.41 Traditional
16 DeepAR 1267  1.342 22.08 Deep Learning
17 Prophet 1291 1.374 22.60 Traditional

Notes: Monthly forecast performance averaged across 768 forecasts (64 splits x 12 months, with some variation by
commodity).

Several key findings emerge from the monthly forecasting results. Foundation models achieve
superior performance, with all five ranking in the top five positions. Time-MoE leads with MAE
$0.693, followed closely by Chronos ($0.734) and Chronos-2 ($0.736). The zero-shot capability of

pre-trained models proves highly effective for agricultural price forecasting.

Deep learning models trained from scratch consistently underperform, ranking 10th-16th out
of 17 models. LSTM (rank 10, MAE $0.893), N-BEATS (rank 11, MAE $0.894), TFT (rank 13, MAE
$0.961), and DeepAR (rank 16, MAE $1.267) all fail despite extensive hyperparameter optimiza-
tion. With only 100-250 training samples and 50K-500K parameters, these models severely overfit.

Simple baselines remain competitive. The Naive model (rank 6, MAE $0.775) outperforms all
deep learning models and most traditional methods, demonstrating that simpler models gener-
alize better with limited data. Random Forest (rank 7) and XGBoost (rank 8) also perform well,

benefiting from ensemble methods that reduce overfitting.
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4.1.2 Performance by Commodity

Table 3 reveals commodity-specific patterns in model performance. No single model dominates
across all commodities: Time-MoE leads on corn and wheat, Chronos on soybeans, and Seasonal
Naive on cotton. This heterogeneity suggests that optimal model choice depends on commod-
ity characteristics. Nevertheless, foundation models consistently rank in the top tier across all
commodities, while deep learning models trained from scratch occupy the bottom tier despite

extensive hyperparameter tuning.

Forecasting difficulty varies substantially by commodity. Cotton presents the easiest challenge
with the narrowest performance spread (1.5x range), where even simple Seasonal Naive achieves
competitive accuracy. Soybeans prove most challenging with the widest spread (2.1x range), re-
flecting high price volatility and complex market dynamics. Corn and wheat show intermedi-
ate difficulty with moderate differentiation (2.2x and 1.7x ranges respectively). The consistent
ranking of foundation models above deep learning models across all commodities demonstrates
that the performance gap reflects fundamental differences in model architectures and training ap-

proaches rather than commodity-specific factors.

Table 3: Monthly Forecasting Performance by Commodity (MAE, $/unit)

Model Corn Soybeans Wheat Cotton
Foundation Models (Zero-Shot)
Time-MoE 0.638 1.192 0.828 0.115
TimesFM 2.5 0.668 1.206 0.947 0.122
Chronos-2 0.677 1.135 1.015 0.117
Chronos 0.703 1.105 0.992 0.135
Moirai-2 0.661 1.206 1.018 0.121
Traditional Time Series
Naive 0.712 1.247 1.025 0.117
Seasonal Naive  0.929 1.579 1.275 0.109
SARIMA 0.868 1.273 1.172 0.123
Exp Smoothing  0.934 1.553 1.081 0.115
STL 1.078 1.807 1.122 0.126
Prophet 1.295 2.388 1.359 0.121
Machine Learning
Random Forest  0.669 1.273 1.091 0.139
XGBoost 0.650 1.425 1.078 0.138
Deep Learning
N-BEATS 0.868 1.471 1.108 0.129
LSTM 0.908 1.491 1.058 0.115
TFT 0.964 1.553 1.212 0.115
DeepAR 1.204 2.241 1.459 0.165

Notes: Bold values indicate best performance for each commodity.
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4.1.3 Statistical Significance of Performance Differences

To formally test whether the observed performance differences are statistically significant, we con-
duct pairwise Diebold-Mariano (DM) tests across all model pairs. Unlike settings with a single
established benchmark, our evaluation spans four model categories (traditional, ML, DL, foun-
dation) with no clear reference model. To comprehensively assess performance differences both
within and across categories, we test all pairwise comparisons. Following Diebold and Mariano
(1995), we test the null hypothesis of equal predictive accuracy using absolute percentage errors
(APE) as the loss differential, which provides scale-invariance when pooling forecasts across com-
modities with different price levels. We compute Newey-West HAC standard errors to account

for serial correlation in forecast errors.

Table 4: Diebold-Mariano Test Results: TSFM Win Rates Against Baseline Models

TSEM Wins

Comparison  Total p < 0.05
vs Traditional 29/30  21/30

vs ML 10/10 8/10
vs DL 20/20  20/20
Total 59/60  49/60

Notes: Diebold-Mariano tests compare each TSFM (5 models) against baseline models using absolute percentage
errors pooled across all commodities and forecast horizons. Traditional category includes Naive, Seasonal Naive,
SARIMA, Exponential Smoothing, STL, and Prophet (30 comparisons). ML category includes Random Forest and
XGBoost (10 comparisons). DL category includes LSTM, N-BEATS, TFT, and DeepAR (20 comparisons). Positive
DM statistics indicate TSFM outperformance. Full pairwise results in Appendix E.

Table 4 summarizes DM test results for foundation models against all other models. TSFMs
win 59 of 60 comparisons, with 49 statistically significant at the 5% level. The dominance is most
pronounced against deep learning models, where all 20 comparisons favor TSFMs significantly.
The single non-win is Chronos versus Naive, where Chronos achieves lower average errors but the
difference is not statistically significant. These results confirm that TSFM performance advantages

are statistically robust.

To verify that foundation models learn genuine forecasting patterns rather than memorizing
historical sequences, we evaluate all 17 models on 400 synthetically generated price series match-
ing the statistical properties of agricultural data (Appendix D). Foundation models maintain top
performance on synthetic data, with Chronos-2, Moirai-2, and TimesFM ranking 1-3, confirming
they have learned generalizable time series patterns rather than memorizing specific historical
sequences. This validation addresses concerns about potential data contamination in foundation

model pre-training corpora.
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4.2 Evaluation 2: MYA Forecasting vs USDA Benchmark

We evaluate MYA forecasts against USDA ERS forecast, which is an important input to the predic-
tion in WASDE report. ERS forecast represent a rather competitive benchmark to compare with for
two fundamental reasons. First, USDA’s futures-plus-basis methodology incorporates forward-
looking market information unavailable to our models. Futures prices aggregate expectations
from thousands of market participants regarding supply conditions, demand shifts, weather pat-
terns, trade policy developments, and other fundamental factors (Fama, 1970; Tomek, 1997). This
information set extends well beyond the historical price patterns our models observe. Second,
USDA forecasts each month directly using the corresponding nearby futures contract (December
futures for October-November prices, March futures for December-February prices, and so forth)
rather than iteratively. This direct approach avoids the error accumulation inherent in sequen-
tial forecasting across the 12-month horizon. These dual advantages (superior information and
methodology) establish USDA as a particularly demanding benchmark. Consequently, models
that outperform USDA demonstrate an ability to extract predictive patterns from historical prices

that futures markets do not fully incorporate.

Our evaluation spans marketing years (MY) 2017-2024 excluding the COVID shock year (2020),
yielding 7 years of data for all commodities to ensure balanced comparison.!®> We use USDA'’s
second-to-last forecast before each marketing year starts to eliminate ambiguity regarding week
boundaries. Models aggregate their 12-month forecasts to MYA using 5-year averaged marketing
percentage weights (7-year Olympic average for cotton), replicating USDA methodology detailed
in Section 2.2. For each model, we compute commodity-specific MAE by averaging absolute errors

across matched years.

4.2.1 Best Model Performance by Commodity

Table 5 presents the best-performing model for each commodity. Time-MoE achieves substantial
improvements on corn (18.5%) and wheat (54.9%), while TimesFM performs best on soybeans

(6.9%). Cotton remains challenging, with USDA maintaining superior accuracy.

13We focus on MY 2017-2024 for two reasons. First, this period provides a balanced panel where all four commodities
have complete data, enabling fair cross-commodity comparison. Cotton MYA forecasts only became available from MY
2017 onward. Second, we exclude MY 2020 (September 2020 - August 2021) because the COVID-19 pandemic created
unprecedented market disruptions that distort forecast errors. Including this outlier year would mask performance
patterns in normal market conditions. Our focus on MY 2017-2024 is driven by data availability constraints rather than
model performance considerations. This period includes substantial market volatility (2018-2019 U.S.-China trade war,
2019 Midwest flooding, 2022-2023 Ukraine war impacts), providing a stringent test of model robustness across diverse
market conditions. While longer evaluation periods would strengthen external validity, extending backward would
require either dropping cotton or analyzing an unbalanced panel, complicating cross-commodity comparisons.
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Table 5: Best Model Performance vs USDA by Commodity (MY 2017-2024, excl 2020)

Commodity USDA MAE Best Model Model MAE Improvement

Corn 0.328 Time-MoE 0.267 +18.5%
Soybeans 0.396 TimesFM 0.369 +6.9%
Wheat 1.201 Time-MoE 0.542 +54.9%
Cotton 0.045 Seasonal Naive 0.094 —110.5%

Notes: Best model selected based on lowest MAE for each commodity. Improvement = (USDA MAE - Model MAE)
/ USDA MAE. Negative improvement indicates USDA outperforms the model.

4.2.2 Comprehensive Model Comparison Across Commodities

Table 6 presents MYA forecast performance for all 17 models across four commodities, expressed
as ratios relative to USDA ERS (values below 1.00 indicate superior performance). Foundation
models demonstrate strong performance, with Time-MoE achieving the best results on corn (0.82)
and wheat (0.45). TimesFM performs best on soybeans (0.93), representing the only model across
all categories to outperform USDA on this commodity. Traditional and machine learning models
show mixed results, with several achieving competitive performance on wheat. Deep learning
models trained from scratch show strong performance on wheat, with LSTM achieving 0.55 (45%
improvement), though they underperform on other commodities despite extensive hyperparam-

eter optimization.

The results reveal substantial heterogeneity across commodities. Wheat exhibits the strongest
performance, with 14 out of 17 models outperforming USDA, led by Time-MoE at 0.45 (55% im-
provement). Corn shows modest improvements, with Time-MoE (0.82) and Chronos (0.97) beat-
ing USDA. Soybeans remains competitive, with only TimesFM (0.93) outperforming USDA. Cot-
ton proves most challenging, with all models substantially worse than USDA (ratios 2.11-3.44),
reflecting the exceptional accuracy of USDA’s futures-based forecasts for this commodity. These
results are particularly noteworthy given that our models use only historical prices while USDA
incorporates forward-looking futures market information. The fact that pure time series models
can outperform futures-based benchmarks on major commodities demonstrates their ability to

extract predictive patterns not fully reflected in market expectations.

Our evaluation focuses on pre-season forecasts generated before the marketing year begins,
with matched USDA ERS forecasts. This design choice reflects practical forecasting constraints:
policymakers and farmers require advance price projections to inform planting decisions and pro-
gram enrollment. Research on fixed-event forecasts documents that accuracy varies substantially
by forecast horizon, with errors declining as more information becomes available closer to the
target period (Isengildina-Massa et al., 2024). Our single-horizon design provides policy-relevant
comparisons at the most challenging forecast timing, though future work could examine whether

foundation model advantages persist across multiple horizons.
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Table 6: Model Performance by Commodity - Relative to USDA ERS

Model Corn Soybeans Wheat Cotton
USDA ERS (Baseline) 1.00 1.00 1.00 1.00
Foundation Models (Zero-Shot)

Time-MoE 0.82 1.18 0.45%* 215
TimesFM 1.08 0.93 0.63** 299
Chronos 0.97 1.18 0.69%* 3.41
Chronos-2 1.31 1.01 0.65%* 277
Moirai-2 1.14 1.21 0.68** 290
Machine Learning

Random Forest 1.20 1.48 0.61* 3.09
XGBoost 1.17 1.28 0.58 2.87
Deep Learning

LSTM 1.65 1.63 0.55 2.39
N-BEATS 1.52 1.72 0.64%*  3.24
TFT 217 2.09 0.99 2.11
DeepAR 2.23 4.23 0.94 3.44
Traditional Time Series

Naive 1.44 1.46 0.73* 3.19
Seasonal Naive 1.95 2.99 1.05 2.11
SARIMA 1.65 1.71 0.76* 291
Exp Smoothing 254 166 0.82 2.98
STL 2.61 2.96 1.02 2.46
Prophet 3.72 5.13 1.19 2.71

Notes: Values show model MAE relative to USDA ERS baseline (model MAE / ERS MAE). Bold values indicate
model outperforms ERS (ratio < 1.00). Significance stars from Diebold-Mariano tests: * p<0.10, ** p<0.05, ***
p<0.01. Stars appear only when model outperforms ERS. DM tests use Newey-West HAC standard errors with h=1
lag (annual MYA errors are non-overlapping across marketing years). USDA forecasts use second-to-last forecast
before marketing year starts. All models evaluated using same test years for fair comparison.

5 Discussion

5.1 Practical Implications for Agricultural Policy

WASDE SAP forecasts play a central role in administering Farm Bill safety net programs, where
Price Loss Coverage (PLC) and Agriculture Risk Coverage (ARC) payments depend on MYA price
realizations (Hoffman and Meyer, 2018). Time-MoE achieves strong performance relative to USDA
ERS forecasts on recent data, with particularly notable results on wheat (55% improvement) and
corn (18% improvement) — the two largest U.S. field crops representing over 175 million acres
annually. These improvements could translate to more reliable program payment estimates, po-

tentially affecting billions of dollars in farm safety net expenditures.

Operational deployment by USDA would require addressing explainability concerns, as foun-
dation models operate as black boxes. A hybrid approach could use foundation models to gen-
erate primary forecasts while maintaining traditional methods (SARIMA, futures-basis) to pro-

vide interpretable validation checks and explain forecast drivers to policy stakeholders. For op-
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erational implementation, USDA could generate foundation model forecasts as complementary
inputs to their existing futures-based methodology. When the two approaches diverge substan-
tially, this signals either unusual market conditions or potential basis forecast errors, triggering
additional analyst review. The modest computational requirements (sub-second inference after
one-time model download) make this operationally feasible without significant infrastructure in-

vestment.

Beyond farm policy applications, our findings have broader implications for commodity mar-
ket participants. Previous research demonstrates that futures-based forecasts provide viable alter-
natives to USDA forecasts for private sector users (Colino and Irwin, 2010; Hoffman et al., 2015;
Irwin et al., 1994; Irwin and Good, 2015; Manfredo and Sanders, 2004; Poghosyan et al., 2025). Our
results suggest that foundation models, requiring only historical prices and no specialized mar-
ket data or futures market access, offer an accessible forecasting tool for agricultural businesses,
commodity traders, and financial institutions. Companies using commodities for portfolio diver-
sification or hedging strategies can leverage these models to generate reliable price projections

without the data infrastructure and market access required for futures-based approaches.

It is worth noting that foundation model advantages vary by commodity: strong for wheat and
corn, modest for soybeans, absent for cotton. This suggests commodity-specific model selection

rather than universal application.

5.2 Why Deep Learning Models Fail on Limited Agricultural Data

Deep learning models trained from scratch (LSTM, N-BEATS, TFT, DeepAR) consistently un-
derperform despite extensive hyperparameter optimization, ranking 10th-17th out of 17 models.
Agricultural price data provides only 120-250 training samples, while these models have 50,000-
500,000 parameters — yielding parameter-to-sample ratios of 200:1 to 4,000:1. Goodfellow et al.
(2016) recommend minimum 5,000 samples for acceptable deep learning performance; our data
provides only 2-5% of this threshold. This fundamental data scarcity explains why complex neural
architectures consistently overfit, memorizing training patterns rather than learning generalizable

features.

We conducted grid search experiments to test whether more extensive hyperparameter tuning
could improve performance. The focused grid searched over core parameters: n_lags, n_estimators,
and max_depth for Random Forest; n_lags, n_estimators, and learning_rate for XGBoost. The en-
hanced grid added regularization and sampling parameters: learning rate and subsample for
Random Forest; max_depth, subsample, and colsample_bytree for XGBoost. Counterintuitively,
models selected from the enhanced grid performed worse than those from the focused grid. This

suggests that with limited validation data (2 years = 24 months), expanding the hyperparameter
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search space increases the risk of overfitting to validation set idiosyncrasies rather than identifying

genuinely better configurations.

Foundation models avoid this problem entirely through pre-training on millions of time se-
ries. Their parameters are already learned from diverse domains; zero-shot inference requires no
agricultural-specific training, eliminating overfitting. This explains why Time-MoE with 50 mil-
lion parameters outperforms LSTM with 50 thousand parameters — the former leverages knowl-
edge from massive pre-training, while the latter must learn everything from 200 agricultural sam-

ples.

5.3 Why Foundation Models Outperform Futures-Based Forecasts

Foundation models achieve substantial improvements over USDA ERS forecasts on wheat (55%)
and corn (18%), modest gains on soybeans (7%), but underperform on cotton. This pattern is par-
ticularly striking given that our models use only historical cash prices while USDA incorporates
forward-looking futures prices from actively traded markets. Under market efficiency, futures
prices should aggregate all available information, making them difficult to outperform. Two ex-
planations could account for foundation model success: either they capture price dynamics not
fully reflected in futures markets, or systematic errors in USDA'’s basis adjustment methodology

create exploitable forecast biases.

The latter explanation appears more plausible. USDA’s futures-plus-basis methodology as-
sumes that historical basis patterns (5-7 year averages) reliably predict future basis realizations.
However, basis reflects local market conditions — storage costs, transportation infrastructure, re-
gional supply-demand imbalances — that evolve over time. Infrastructure improvements, policy
reforms, market consolidation, and logistics technology changes can alter basis patterns, making

historical averages poor predictors during periods of structural change.

Empirical evidence supports this interpretation. Hoffman et al. (2015) found that WASDE corn
price projections outperformed futures-adjusted forecasts in only 4 out of 16 forecasting periods,
suggesting substantial room for improvement. Isengildina-Massa et al. (2024) document system-
atic underestimation bias in USDA price forecasts for corn, soybeans, and wheat, likely reflecting
analysts” tendency to underestimate long-term growth rates. Poghosyan et al. (2025) demonstrate
that incorporating current basis deviations from historical averages significantly improves cotton
price forecast accuracy, confirming that fixed historical basis averages miss important market in-
formation. Foundation models may exploit similar patterns by learning adaptive relationships
directly from cash price dynamics rather than relying on fixed historical basis adjustments. This

mechanism explains why foundation models excel on wheat and corn, where basis patterns have
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experienced more structural change, while struggling on cotton, where USDA’s 7-year Olympic

average basis methodology proves more stable and accurate.

5.4 Univariate Forecasting Design

Our evaluation focuses on purely univariate time series forecasting — each model uses only the
historical price series of a single commodity to generate forecasts. This design choice is deliber-
ate and reflects standard practice in applied forecasting, where univariate methods serve as the
primary benchmark for evaluating model performance (Makridakis et al., 2018a; Hyndman and
Athanasopoulos, 2018). Univariate forecasting isolates the contribution of model architecture and
temporal pattern recognition from the confounding effects of feature engineering and covariate

selection.

We recognize that several extensions could potentially improve forecast accuracy: pooling
data across commodities, incorporating exogenous covariates (e.g., futures prices, weather, macroe-
conomic indicators), or multivariate forecasting that captures cross-commodity dynamics. These
represent planned next steps in our research agenda. However, our objective in this study is to
establish a fair comparison of forecasting methods under identical information constraints — using
only each commodity’s own price history. This “pure” univariate setting provides a clean test of
whether foundation models can extract predictive patterns from limited historical data, which is

the fundamental question motivating our research.

The strong performance of foundation models in this univariate setting is particularly note-
worthy: they achieve substantial improvements over USDA benchmarks despite using less in-
formation (no futures prices or basis). This suggests that the patterns learned from diverse pre-
training datasets transfer effectively to agricultural price forecasting, even without domain-specific

covariates or cross-commodity pooling.

5.5 Limitations and Future Research

Our evaluation focuses on four major U.S. crops at monthly frequency using purely univariate
forecasting. While this design provides a clean test of foundation model capabilities under con-

trolled conditions, several extensions could strengthen external validity and practical applicability.

Data scope. Our sample focuses on four major field crops with liquid futures markets and
established USDA forecasting benchmarks. The broader USDA forecasting system encompasses
livestock production (beef, pork, poultry), dairy prices, and specialty crops, each presenting dis-
tinct forecasting challenges (Isengildina-Massa et al., 2024). Extending our evaluation to livestock

and dairy would test foundation model performance on commodities with different biological
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production cycles (gestation periods vs. growing seasons) and storage constraints (perishabil-
ity vs. storability). Specialty crops (fruits, vegetables, nuts) present additional challenges: lim-
ited or no futures markets, higher price volatility from weather sensitivity, and stronger regional
variation in production and pricing. International commodity prices from FAO or World Bank
databases would assess whether foundation models generalize across different policy regimes,
trade patterns, and market structures. Higher-frequency data (daily futures prices) would test

short-horizon forecasting capabilities relevant for trading and risk management.

Methodological scope. Our univariate approach treats each commodity independently. Cross-
commodity pooling could increase training sample size by combining data from related commodi-
ties (e.g., training a single model on corn, soybeans, and wheat together), though this requires
addressing different price scales and seasonality patterns. Multivariate forecasting could explic-
itly model interdependencies: corn and soybean prices are linked through crop rotation decisions,
land allocation, and shared input costs (fertilizer, fuel); wheat and corn compete in livestock feed
markets, creating substitution effects. Covariate-augmented models could test whether founda-
tion models effectively integrate exogenous information such as futures price curves (forward-
looking market expectations), weather indices (drought monitors, temperature anomalies), and
macroeconomic indicators (exchange rates, energy prices). Probabilistic forecasting with predic-
tion intervals would provide uncertainty quantification for risk assessment in farm program ad-

ministration.

Related applications. Beyond price forecasting, foundation models could address other agricul-
tural prediction problems. Crop yield forecasting combines weather patterns, soil conditions, and
agronomic practices to predict production outcomes. Supply-demand balance projections require
integrating production forecasts with consumption trends, inventory dynamics, and trade flows.
International trade flow forecasting involves complex interactions between domestic production,
foreign demand, exchange rates, and trade policies. Each application presents unique data struc-
tures and domain constraints that would test foundation model adaptability across agricultural

economics.

6 Conclusion

This paper provides the first systematic evaluation of time series foundation models for agricul-
tural price forecasting, comparing five foundation models against 12 baselines using USDA ERS

data for corn, soybeans, wheat, and cotton from 1997-2025.

For monthly price forecasting, foundation models dominate performance rankings, occupying

all top five positions. Time-MoE achieves the lowest mean absolute error, followed by Chronos,
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Chronos-2, TimesFM 2.5, and Moirai-2. Deep learning models trained from scratch rank 10th-
17th despite extensive hyperparameter optimization, while the Naive model (rank 6) outperforms
all deep learning approaches. For MYA forecasting against USDA ERS benchmarks, foundation
models achieve strong performance on major commodities despite using only historical prices
while USDA incorporates forward-looking futures market information. On recent data, Time-MoE
delivers substantial improvements on wheat and corn, while TimesFM achieves modest gains on
soybeans. These findings challenge the long-standing belief that simple models forecast best in

agricultural markets.

These findings have direct policy implications for Farm Bill program administration, where
improved SAP forecasts could affect billions of dollars in payments to U.S. farmers. Beyond farm
policy applications, our findings have implications for commodity market participants. Prior re-
search notes that futures-based forecasts provide viable alternatives to USDA forecasts for private
sector users. Our results suggest that foundation models, requiring only historical prices and no
specialized market data, offer an accessible forecasting tool for agricultural businesses, commod-

ity traders, and portfolio managers seeking reliable price projections.

More broadly, our findings have implications beyond agricultural forecasting. The data char-
acteristics that challenge agricultural price prediction (limited samples, structural breaks, strong
seasonality, high volatility) are common across economic and business forecasting domains. Foun-
dation models” ability to outperform specialized benchmarks despite these challenges suggests
their potential applicability to other data-scarce forecasting problems, including financial time
series, macroeconomic indicators, and business demand forecasting. The synthetic benchmark
results (Appendix D) further demonstrate that these advantages stem from genuine pattern learn-
ing rather than domain-specific memorization, as foundation models maintain top performance
on synthetically generated data with zero contamination risk. Our results demonstrate that foun-
dation models offer a viable path forward for economic forecasting in data-scarce domains where

traditional machine learning has historically struggled.
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A Data Processing and Validation

A.1 Data Sources and Marketing Year Definitions

The raw data comes from two USDA ERS files downloaded from the Season-Average Price Fore-
casts database on December 10, 2025. The first file, inputdata.csv, contains 126,849 records of
monthly prices received, futures prices, basis values, and marketing percentages; for our analy-

sis, we use only the price received and marketing percentage data spanning 1997 to 2025. The
second file, outputfc.csv, contains 11,151 records of MYA price forecasts and actual MYA prices.

Our analysis covers 1997 to 2025, corresponding to marketing years 1997 to 2024, with marketing
year 2024 being the most recent completed year with final MYA prices available for model evalua-
tion. The data files are available at https://ers.usda.gov/sites/default/files/_laserfiche/
DataFiles/53270/inputdata.csvand https://ers.usda.gov/sites/default/files/_laserfiche/
DataFiles/53270/outputfc.csv.

Marketing years are defined to align with each commodity’s harvest and marketing cycle: corn

and soybeans (September-August), wheat (June-May), and cotton (August-July).

A.2 USDA ERS Forecast Procedure

The USDA ERS Season-Average Price Forecasts use a futures-based methodology that combines
actual USDA NASS price data with futures-derived forecasts for months where actual prices are
unavailable. The procedure: (1) obtains monthly price received data from USDA NASS Agricul-
tural Prices reports; (2) uses daily futures settlement prices of nearby contracts for months without
actual data; (3) calculates monthly marketing percentages as 5-year averages for corn, soybeans,
and wheat, and 7-year Olympic averages for cotton; (4) calculates monthly basis averages (his-
torical difference between NASS prices and futures prices) using the same averaging periods; (5)
constructs monthly price forecasts by adding basis average to futures settlement price; (6) cre-
ates composite monthly prices using actual NASS data where available and forecasted prices oth-
erwise; (7) calculates monthly MYA weights as the product of composite prices and marketing

percentages; (8) sums monthly weights to obtain the final MYA forecast:

12
MYA = 2 Composite Price, x Marketing Percentage,, .

m=1
B Time Series Foundation Model Details

Table 7 summarizes the five time series foundation models evaluated in this study.


https://ers.usda.gov/sites/default/files/_laserfiche/DataFiles/53270/inputdata.csv
https://ers.usda.gov/sites/default/files/_laserfiche/DataFiles/53270/inputdata.csv
https://ers.usda.gov/sites/default/files/_laserfiche/DataFiles/53270/outputfc.csv
https://ers.usda.gov/sites/default/files/_laserfiche/DataFiles/53270/outputfc.csv
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Table 7: Summary of Time Series Foundation Models

Model Provider Params  Architecture Model Identifier

Time-MoE Maple728  50M MOoE Transformer Maple728/TimeMoE-50M

Chronos Amazon  200M Language Model amazon/chronos-t5-base
Chronos-2 Amazon 205M T5 Encoder-Decoder  amazon/chronos-2

TimesFM 2.5  Google 200M Decoder-only google/timesfm-2.0-200m
Moirai-2 Salesforce 14M Decoder-only Salesforce/moirai-2.0-R-small

Notes: Summary of foundation models evaluated in zero-shot mode. Params = number of parameters. MoE =
Mixture-of-Experts. All models accessed via HuggingFace Transformers except TimesFM (TensorFlow /JAX).

Table 8 details the inference configuration used for each foundation model in our evaluation.

Table 8: TSFM Inference Configuration

Model Context Length Max Horizon Normalization Output Type
Time-MoE Max 4,096 Any (AR) External (z-score) Point (mean)

Chronos Max 512 64 Built-in Median of 20 samples
Chronos-2 Max 8,192 1,024 Built-in Quantiles (0.1, 0.5, 0.9)
TimesFM 2.5 Max 16,384 Any (AR) Built-in Point forecast
Moirai-2 Max 4,096 Any (AR) Built-in Quantiles (9 levels)

Notes: Configuration details for zero-shot inference. Context length indicates maximum historical observations the
model can process. Max horizon shows model capacity; “Any (AR)” indicates autoregressive generation that sup-
ports arbitrary forecast horizons by iteratively generating predictions. We use 12-month horizon for all models.
Time-MoE requires external z-score normalization before inference; all other models handle normalization inter-
nally. For probabilistic models, we use the median (0.5 quantile) as the point forecast.

C Cross-Validation Design and Hyperparameter Optimization

C.1 Evaluation 1: Monthly Price Forecasting

The objective is to evaluate model accuracy at predicting individual monthly prices throughout

the marketing year. The procedure is as follows:

1. For each split s and commodity c:

¢ Input: Historical monthly prices up to start of test year
¢ Qutput: 12 monthly price forecasts for test year

e Horizon: Fixed 12-month ahead forecast
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2. Calculate monthly-level metrics:

12
1
MAEmonthly = E Z ’PtaC’fual o Ptforecast’
t=1
1 12
RMSEmonthly = E Z ( ptactual — ptforecast)z
t=1
12 1 r ¢
100 ’p;:lCtua _ Ptorecas ‘
MAPEmonthly = f Z Ptactual
t=1

3. Aggregate across all splits and commodities:

1 N
O 11 MAE = — » MAE,,
vera N ZZ{ ;

where N = 64 (total number of split-commodity combinations)

41

(19)

(20)

(21)

(22)

Monthly MAE measures average forecast error across individual months. This metric captures

the model’s ability to track month-to-month price movements and seasonal patterns.

C.2 Evaluation 2: Marketing Year Average (MYA) Forecasting and USDA Comparison

The objective is to evaluate model accuracy at predicting the policy-relevant Marketing Year Av-

erage price and compare performance against USDA ERS operational forecasts. The procedure is

as follows:

1. For each split s and commodity c:
* Generate 12 monthly forecasts (same as Evaluation 1)
e Aggregate to MYA using marketing percentages as weights:
12
MY. Aforecast — Z ptforecast X Wy

t=1

where w; are the marketing percentages defined in Section 2.2

(23)
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2. Calculate MYA-level metrics:

MAEpys = ‘MY Aactual —MY. Aforecast‘ (2 4)

RMSEMYA — \/(MYAaCtual _ MYAfOrecast)Z (25)
MY Aactual _ MY Aforecast

MAPEypys — 100 x | | (26)

MY Aactual

3. Aggregate using two-step commodity-based averaging;:

1
Commodity MAE, = N Z MAEMmya i, for each commodity ¢ (27)
€ jec
14
Overall MYA MAE = ) Commodity MAE,. (28)
c=1

This two-step process first averages MAE across all matched years within each commodity,
then averages these four commodity-specific MAEs. This ensures equal weight for each

commodity regardless of the number of available years.

MYA aggregation causes error cancellation, as overforecasts in some months offset under-
forecasts in others. Consequently, MAEMya < MAEponihly systematically. This is why we must
compare USDA’s MYA forecasts to our MYA forecasts (not monthly forecasts) for apples-to-apples

comparison.

USDA forecasts MYA directly using the futures-basis approach, while our models forecast 12
monthly prices and then aggregate to MYA. Both are evaluated on the same test years (2009-2024
for corn, soybeans, and wheat; 2019-2024 for cotton) using MYA MAE, RMSE, and MAPE metrics.
For cotton, USDA forecasts are only available from 2019 onwards, so all models are evaluated on
the 2019-2024 period only (6 years, splits 11-16) for fair comparison. Other commodities use the
full 2009-2024 period (16 years, splits 1-16).

C.3 Cross-Validation Split Details

Our 16 expanding window splits are structured as follows. Each split uses an expanding training

window (growing by 1 year per split) with fixed 2-year validation and 1-year test windows:

The split design has several key features. The expanding window means training data accu-
mulates over time, mimicking real forecasting scenarios. The minimum training size of 10 years
(480 observations) provides sufficient history for seasonal patterns. Fixed validation and test win-

dows ensure that 2-year validation and 1-year test periods remain constant. Temporal ordering
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Table 9: Complete Cross-Validation Split Structure with Record Counts

Split  Train Period TrainN Val Period ValN TestPeriod TestN

1 1997-2006 480 2007-2008 96 2009 48
2 1997-2007 528 2008-2009 96 2010 48
3 1997-2008 576 2009-2010 96 2011 48
4 1997-2009 624 2010-2011 96 2012 48
5 1997-2010 672 2011-2012 96 2013 48
6 1997-2011 720 2012-2013 96 2014 48
7 1997-2012 768 2013-2014 96 2015 48
8 1997-2013 816 2014-2015 96 2016 48
9 1997-2014 864 2015-2016 96 2017 48
10 1997-2015 912 2016-2017 96 2018 48
11 1997-2016 960 2017-2018 96 2019 48
12 1997-2017 1,008 2018-2019 96 2020 48
13 1997-2018 1,056 2019-2020 96 2021 48
14 1997-2019 1,104 2020-2021 96 2022 48
15 1997-2020 1,152 2021-2022 96 2023 48
16 1997-2021 1,200 2022-2023 96 2024 48

Notes: All periods refer to marketing years, which span calendar years (e.g., marketing year 2024 runs from Septem-
ber 2024 to August 2025 for corn and soybeans). Training set grows from 480 observations (10 years) to 1,200 ob-
servations (25 years), ensuring robust evaluation across different time periods while maintaining temporal ordering.
Each year contributes 48 observations (12 months x 4 commodities).

strictly respects time series structure to prevent data leakage. The design evaluates performance
across 16 distinct years (2009-2024).

C.4 Complete Hyperparameter Specifications

Table 10 provides complete hyperparameter specifications for all 17 models evaluated in this
study. For models with grid search, we report the search space and selection method. For founda-

tion models, we report the inference settings used.

D Data Leakage Evaluation Framework

A critical concern in evaluating Time Series Foundation Models (TSFMs) is distinguishing be-
tween genuine pattern learning and memorization of training data. As Meyer et al. (2025) high-
light, the field faces significant challenges from “risks of information leakage due to overlapping
and obscure datasets” and “memorization of global patterns,” yet lacks established evaluation
methodologies to address these concerns. This appendix presents a comprehensive framework

for evaluating data leakage risks through multiple complementary approaches.

The fundamental challenge lies in the opacity of TSFM training data. While foundation mod-
els demonstrate impressive zero-shot performance, their training corpora often include vast col-

lections of time series data that may overlap with evaluation benchmarks. Agricultural price data,
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Table 10: Complete Hyperparameter Specifications for All Models
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Model Key Parameters Grid Search Space / Settings Selection

Traditional Time Series Models

Naive None No hyperparameters N/A

Seasonal Naive seasonal_period 12 (fixed) N/A

SARIMA p,d,qPD,Qs p.qPQe€ {0,1,2};d,De {0,1};s=12 AIC

Exp Smoothing trend, seasonal trend € {add, mul, none}; seasonal € {add, mul, none}  Val RMSE

(9 combos)

STL seasonal_window, seasonal € {7,13,25,35}; trend € {None, 13,25,51} (16 Val RMSE
trend_window combos)

Prophet changepoint_prior, season- cp_prior € {0.001,0.01,0.05,0.1,0.5,1.0}; seas_prior € Val RMSE
ality_prior, mode, cp_range {0.01,0.1,1.0,10.0,20.0}; mode € {add,mul}; cp_range

€ {0.8,0.9,0.95}

Machine Learning Models

Random Forest n_lags, n_estimators, n_ags € {6,12,18}; n_estimators € {100,200}; max.depth ~ Val RMSE
max_depth € {10,15,20}

XGBoost nlags, n_estimators, learn- nlags € {6,12,18}; n_estimators € {100,200}; Ir € Val RMSE
ing_rate {0.05,0.1}; max_depth=6; subsample=0.8; colsample=0.8

Deep Learning Models

LSTM seq-length, hidden_size, seq-len € {12,24}; hidden € {32, 64}; layers=1; batch=16; = Val RMSE
num_layers, epochs 1r=0.001; epochs € {30, 50}

N-BEATS n_blocks, mlp_units, n._blocks=[1,1]; mlp_units=[[64,64]]; harmonics=1; poly-  Fixed
max._steps nomials=2; max_steps=30 (simplified)

TFT hidden_size, n_head, hidden_size=32; n_head=2; max_steps=50 (simplified) Fixed
max_steps

DeepAR Istm_hidden, Istmlayers, hidden e {32,64}; layers € {1,2}; max_steps € {30,50} Val RMSE
max_steps

Foundation Models (Zero-Shot)

Chronos N/A N/A Fixed

Chronos-2 N/A N/A Fixed

TimesFM 2.5 N/A N/A Fixed

Time-MoE N/A N/A Fixed

Moirai-2 N/A N/A Fixed

Notes: Complete hyperparameter specifications for all 17 models. Traditional and ML models with multiple con-
figurations select best parameters via validation RMSE. Foundation models use zero-shot inference with pre-trained
weights and fixed settings (no grid search). Deep learning models use Adam optimizer with early stopping. “Simpli-
fied” architectures for N-BEATS and TFT were necessary to prevent overfitting on limited agricultural data (200-250
training samples). Random seeds set to 42 for reproducibility.

being publicly available and economically significant, represents a particularly high-risk domain
for potential contamination. We address this concern through three methodological approaches:

training data documentation, temporal stratification, and synthetic benchmark controls.
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D.1 Training Data Documentation

Understanding the potential for data contamination requires systematic documentation of known
pretraining corpora for each TSEM. Our investigation reveals varying levels of transparency across

foundation models:

Chronos (published March 2024) was trained on a diverse collection including the Monash
Time Series Forecasting Archive, which contains over 30,000 time series from various domains.
While USDA ERS price data are not explicitly listed in their training documentation, the Monash
Archive includes agricultural and commodity datasets that may exhibit similar statistical proper-
ties to our evaluation data. Based on the March 2024 publication date, training likely concluded
by mid-2023.

TimesFM 2.5 (submitted October 2023, final version April 2024) utilized Google’s internal time
series collections, with limited public documentation of specific datasets. The model was trained
on “real-world time series data” including financial, retail, and web traffic data. Agricultural
commodity prices, being economically significant and publicly available, could plausibly exist in

such collections. Training data cutoff is estimated at mid-2023 based on submission timeline.

Time-MoE (submitted September 2024, accepted ICLR 2025) employed a mixture-of-experts
architecture trained on their newly introduced Time-300B dataset spanning over 9 domains and
encompassing over 300 billion time points. Their documentation mentions “diverse real-world
datasets” but provides limited specifics about agricultural or commodity data inclusion. Training

appears to have concluded by mid-2024 based on submission date.

Chronos-2 (submitted October 2024) represents an extension of the original Chronos with
expanded multivariate capabilities. The model builds upon the original Chronos training cor-
pus with additional datasets, suggesting training completion by late 2024. Moirai-2 (submitted
November 2024) represents the most recent model in our evaluation, with training likely extend-

ing into late 2024 based on submission timeline.

None of the models explicitly list USDA ERS price data in their documented training sets.
However, agricultural price data’s widespread availability and inclusion in major repositories
(Monash Archive, FRED, World Bank) suggests potential indirect exposure. We address this con-

cern through simulation analysis using synthetically generated price series.

D.2 Simulation Analysis

We generate synthetic agricultural price series that preserve real data’s statistical properties while
ensuring zero contamination risk. If TSFMs have learned genuine agricultural price dynamics,

their performance on synthetic data should be comparable to real data performance. Dramatically
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different performance would suggest memorization of specific historical sequences rather than
learning of underlying economic patterns. All models use identical configurations as in the main
evaluation (see Table 10), ensuring that performance differences reflect data characteristics rather

than model specification changes.

D.2.1 Synthetic Data Generation

We employ Gaussian Process (GP) regression to generate 100 synthetic price series per commod-
ity (400 total) matching USDA data’s statistical properties. The GP framework uses three kernel

components:

Periodic Kernel (Seasonality): Agricultural prices exhibit strong seasonal patterns due to

planting, growing, and harvest cycles. We model this using a periodic kernel:

2sin? (7|t — | /12
kper (t,t") = (7’3 exp (— ( ’62 | )> , (29)
p
where 0’% controls seasonal amplitude and /, determines seasonal smoothness. Parameters are

calibrated to match the seasonal variance observed in USDA corn, soybean, and wheat prices.

RBF Kernel (Long-term Trends): Long-term price trends reflect macroeconomic factors, tech-
nological progress, and structural market changes. We capture these using a radial basis function
(RBF) kernel:

k n 2 _|t_t/‘2
rbf(t/t) = 0, eXp 202 ’ (30)
r

where ¢? controls trend magnitude and /¢, determines trend persistence. Parameters are fitted to
match the long-term volatility characteristics of agricultural commodities.

Noise Kernel (Short-term Volatility): Agricultural prices exhibit significant short-term volatil-
ity due to weather events, policy announcements, and market speculation. We model this using a

white noise kernel:
knoise(t/ tl) = Ugét,th (31)

where ¢? matches the residual variance after removing seasonal and trend components from real
USDA data.

Combined Kernel: The full covariance function combines all components:

k(t,t') = kper(t,t) + ko (t, ') + Knoise (£, ). (32)
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D.2.2 Parameter Calibration

We calibrate GP parameters to match key statistical properties of USDA agricultural price series.
Periodic kernel parameters are fitted to capture the 15-25% seasonal price variation typical of agri-
cultural commodities, reflecting the natural cycles of planting, growing, and harvest seasons. The
RBF length scale is calibrated to match the 2-5 year trend cycles observed in commodity markets,
capturing macroeconomic influences and structural market changes. Noise variance is set to re-
produce the 20-40% annual volatility characteristic of agricultural prices, accounting for weather
events, policy announcements, and market speculation. Finally, the combined kernel structure is
designed to match the 0.85-0.95 first-order autocorrelation typical of monthly price series, ensur-

ing realistic temporal dependencies in the synthetic data.

D.2.3 Simulation Results

We generate 100 synthetic price series per commodity (400 total) matching the statistical properties
of USDA data. Table 11 presents comprehensive evaluation results across all 17 models on 400

synthetic series (100 series x 4 commodities).

Table 11: Synthetic Benchmark Results: Model Performance Rankings

Rank Model Category RMSE MAE MAPE SMAPE Time (s)
1 Chronos-2 TSFM 0.339 0.278 6.19 6.20 0.23
2 Moirai-2 TSFM 0.342 0.281 6.33 6.43 0.44
3 TimesFM 2.5 TSFM 0.344 0.282 6.32 6.41 0.85
4 Exp. Smoothing Traditional 0.344 0.283 6.66 6.97 0.07
5 Chronos TSFM 0.375 0.311 6.82 6.82 1.51
6 SARIMA Traditional 0.393 0.326 7.68 8.20 0.40
7 Time-MoE TSFM 0.402 0.337 7.45 7.25 1.94
8 STL Traditional 0.402 0.333 7.82 8.15 0.22
9 Prophet Traditional 0423 0.357 8.44 8.98 0.08
10 LSTM Deep Learning  0.427  0.360 7.56 7.54 6.11
11 Naive Traditional 0429 0.364 7.85 7.80 0.00
12 Random Forest ML 0434 0.366 7.66 7.62 2.96
13 N-BEATS Deep Learning 0435  0.366 8.52 8.79 0.28
14 TFT Deep Learning  0.439  0.374 9.12 8.46 5.22
15 XGBoost ML 0459 0.388 8.07 8.05 3.55
16 Seasonal Naive Traditional 0.490  0.409 8.73 8.64 0.00
17 DeepAR Deep Learning  1.003 0.954 17.65 16.74 10.94

Notes: Results averaged across 400 synthetic series (100 per commodity). RMSE and MAE in normalized units. MAPE
and SMAPE in percentages. Inference time in seconds per series. Models ranked by RMSE.

Key Findings. TSFMs dominate the top rankings, with Chronos-2, Moirai-2, and TimesFM 2.5
occupying the top three positions, demonstrating that foundation models have learned generaliz-
able time series patterns rather than memorizing specific historical sequences. The performance

gap between TSFMs and traditional methods is modest but consistent — Chronos-2 achieves 1.5%
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lower RMSE than Exponential Smoothing (0.339 vs. 0.344). Deep learning models trained from
scratch perform poorly, with DeepAR ranking last, confirming that limited training data (144
months per series) is insufficient for neural architectures while pre-trained foundation models

leverage knowledge from massive training corpora.

E Pairwise Diebold-Mariano Test Results

Table 12 presents the complete pairwise Diebold-Mariano test results for all TSFM versus baseline
model comparisons in monthly price forecasting evaluation. Each cell shows the direction of the

comparison (+ indicates TSFM outperforms the corresponding model) and statistical significance

level.
Table 12: Pairwise Diebold-Mariano Test Results: TSFMs vs Baseline Models
Naive S.Naive SARIMA ETS STL LSTM N-BEATS TFT DeepAR RF XGB Prophet
Chronos _ +>(~>(- + +>(~ +>F>(->(~ +>F>(~ +>F>(- +>F>(~>(~ +>F>(~>(~ + + +>F>(~>(~
Chronos-2 +* AER A A L AEE R L AEE L s AEx
TlmeSFM 2.5 + +>{-*>(- +>{->{- +>{->{- +>(->{->{- +>(->{->(- +*>{->{- +>{->{->(- +>(->{->(- +>(‘>{->{- +>{-* +>{->{->(-
Time'MOE +>(' +*>('>(' +>('>(' +>('>(' +>('>('* +>('*>(' +*>{'>{' +>('*>(' +>('*>(' +>('>('>{' +>('>('>(' +>('*>('
Moirai_z + +>6>H(- +>(- +>(- +*>(->f +*>(->(' +*** +*>(->{- +*>(->(' +*>(->f +>f>(' +*>(->('

Notes: Diebold-Mariano tests using absolute percentage errors pooled across all commodities and forecast horizons.
+ indicates TSFM outperforms baseline (lower APE); — indicates baseline outperforms TSFM. Significance levels: *
p < 0.10, * p < 0.05, *** p < 0.01. S.Naive = Seasonal Naive, ETS = Exponential Smoothing, RF = Random Forest,
and XGB = XGBoost.

The pairwise results reveal systematic patterns. All five TSFMs significantly outperform deep
learning models trained from scratch (LSTM, N-BEATS, TFT, DeepAR) at the 1% level, reflect-
ing the fundamental advantage of pre-trained representations over limited-data training. Against
traditional methods, TSFMs show consistent advantages: all five significantly outperform STL
and Seasonal Naive at the 1% level, while comparisons against Naive, SARIMA, and Exponen-
tial Smoothing show mixed significance. The single negative result (Chronos vs Naive) reflects
Chronos’s relatively weaker performance among TSFMs. Against machine learning models, TSFMs

demonstrate strong dominance, with most comparisons significant at the 1% or 5% level.
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